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1. Zeta functions.

The Riemann zeta function ⇣(s) of a complex variable s satisfying Re s > 1 is defined by

⇣(s) =
1X

n=1

1

ns

.

It is also given by the convergent ‘Euler product’

⇣(s) =
Y

p prime

1

1� p�s

.

This follows by writing the Euler factors as geometric series

1

1� p�s

= 1 + p�s + p�2s + . . .
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and using the fact that every natural number is a product of primes in a unique way.
It follows that the zeta function has no zeroes s with Re s > 1. In his 1859 paper Rie-
mann proved that ⇣(s) admits a meromorphic extension to C and satisfies a functional
equation [17] . More precisely, the function

Z(s) = ⇡� s
2�(

s

2
)⇣(s)

admits an alternative expression that visibly converges for all s 2 C except for s = 0 and
s = 1, where the function has simple poles. Moreover, Z(s) satisfies

Z(s) = Z(1� s).

This implies that any zero ⇢ of Z(s) must satisfy 0  Re ⇢  1. Since the �-function has
simple poles in integers n  0, the function ⇣(s) has ‘trivial’ zeroes in the negative even
integers. All its other zeroes are in the so-called critical strip {s 2 C : 0  Re s  1}.

Riemann conjectured in his 1859 paper that, in fact, all non-trivial zeroes of the zeta
function have real part equal to 1

2

. This is the celebrated Riemann Hypothesis. In 1900
it was included by Hilbert in his list of problems and, about one century later, it appears
in the list of millenium problems of the Clay Institute [15, 4]. The zeroes form a discrete
set and the 1013 zeroes with imaginary part at most ⇡ 2, 4 · 1012 have been shown to have
real part 1

2

. See [12].
In Appendix XI of the Dirichlet-Dedekind monograph on algebraic number theory [7],

Dedekind proposed a generalization of the zeta function to rings of integers of number
fields. He observed that the summation over the natural numbers n in the definition of
the zeta function, can be viewed as a summation over the non-zero ideals nZ of the ring
Z. Moreover, the number n in the summand 1

n

s is precisely the index of nZ in Z. This
leads to the following definition for the zeta function of a ring of integers R of a number
field:

⇣
R

(s) =
X

0 6=I⇢R

1

N(I)s
.

Here N(I) denotes the cardinality of the finite ring R/I. The rings R are in general not
unique factorization domains, but their non-zero ideals are products of maximal ideals in
a unique way. Therefore we have an Euler product

⇣
R

(s) =
Y

mmax

1

1�N(m)�s

.

Both the sum and the product converge for s 2 C satisfying Re s > 1. Hecke [14] showed
in 1934 that ⇣

R

(s) admits a meromorphic continuation to C, and that it satisfies a func-
tional equation relating ⇣

R

(s) to ⇣
R

(1 � s). As in the case of the Riemann zeta function,
this implies that all non-trivial zeroes of ⇣

R

(s) are in the critical strip. The Generalized
Riemann Hypothesis states that they all have real part equal to 1

2

.
A di↵erent kind of rings with the property that their non-zero ideals are of finite index

and are products of maximal ideals, are the polynomial rings R = F
q

[X], where F
q

denotes

2



a finite field with q elements. In this case, it is easy to obtain a closed form for ⇣
R

(s). We
have N(I) = qdimR/I and hence

⇣
R

(s) =
X

0 6=I⇢R

1

N(I)s
=

1X

d=0

#{I ⇢ R of codimension d}q�ds.

Since R is a principal ideal domain and the unit group R⇤ is equal to F⇤
q

, every ideal I is

generated by a unique monic polynomial f . There are precisely qd monic polynomials of
degree d in R. It follows that

⇣
R

(s) =
1X

d=0

qdq�ds =
1

1� q1�s

.

This formula provides us with a meromorphic continuation of ⇣
R

(s) to C. There are
infinitely many poles. They are of the form s = 1 + 2⇡ik

log q

for k 2 Z. The zeta function

⇣
R

(s) satisfies the analogue of the Riemann Hypothesis, since it has no zeroes at all!
In his thesis Artin studied in 1921 quadratic extensions of the ring F

q

[X]. See [2].
When the characteristic of F

q

is not 2, these are of form R = F
q

[X][
p

f(X)] where f(X)
is a squarefree polynomial in F

q

[X]. Artin viewed the rings R as analogues of the rings of
integers of quadratic number fields and he defined and studied the analogues of Dedekind’s
zeta function for these rings. The ideals of these rings are of finite index and are products
of maximal ideals. Artin computed the zeta function explicitly for a handful of rings R.
In each case the analog of the Riemann Hypothesis turned out to be true.

In order to describe the successive developments, it is useful to adopt a more geometric
language. Writing Y =

p
f(X), we see that R is equal to the ring of regular functions

F
q

[X,Y ]/(Y 2�f(X)) on the algebraic curve given by Y 2 = f(X). For any point P = (x, y)
of this curve with x, y 2 F

q

, the kernel m of the evaluation map R �! F
q

given by
g 7! g(P ) is a maximal ideal of R. This is in fact a bijective correspondence between
maximal ideals m of R and F

q

-points P of the curve Y 2 = f(X). Here the points are to
be taken up to conjugacy by the Galois group of F

q

over F
q

. In this correspondence, R/m
is the subfield of F

q

that is generated by the coordinates of P . Therefore, we can write

⇣
R

(s) =
Y

P

1

1�N(P )�s

,

where P runs over the F
q

-points P of the curve given by Y 2 � f(X) and N(P ) is the
number of elements of the field of definition of P .

It is well known that there is a projective, absolutely irreducible smooth curve C over
F

q

whose function field is the field of fractions of R = F
q

[X,Y ]/(Y 2 � f(X)). The curve
C is unique up to isomorphism and its zeta function is defined by

⇣
C

(s) =
Y

P2C(Fq)

1

1�N(P )�s

.
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Here C(F
q

) denotes the set of F
q

-points of C, counted up to Galois conjugacy. The product
converges for s 2 C for which Re s > 1. The function ⇣

C

(s) is equal to ⇣
R

(s) up to a finite
number of Euler factors. In particular, the analog of the Riemann Hypothesis holds for
⇣
R

(s) if and only if it holds for ⇣
C

(s). It is more convenient to describe the properties of
the zeta functions ⇣

C

(s).
In 1927 the German mathematician F.K. Schmidt proved the Riemann-Roch Theorem

for curves over finite fields [18]. This enabled him to compute closed forms for the zeta
functions ⇣

C

(s). It is convenient to introduce the power series

Z
C

(T ) =
Y

P2C(Fq)

1

1� T degP

,

where degP denotes the degree of the field of definition of P over F
q

. It is related to N(P )
by the formula N(P ) = qdegP and we have ⇣

C

(s) = Z
C

(q�s). Schmidt showed that

Z
C

(T ) =
P (T )

(1� T )(1� qT )
,

where P (T ) is a polynomial having the following palindrome shape

P (T ) = 1 + b
1

T + . . .+ b
g�1

T g�1 + b
g

T g + b
g�1

qT g+1 + . . .+ b
1

qg�1T 2g�1 + qgT 2g,

for certain coe�cients b
i

2 Z. The integer g is the genus of C. The palindrome property
means

qgT 2gP (
1

qT
) = P (T ).

This formula provides the meromorphic continuation of ⇣
C

(s) to all of C. The palindrome
property translates into a functional equation relating ⇣

C

(s) to ⇣
C

(1� s).
The analogue of the Riemann Hypothesis is trivially true when the genus g = 0. In

1934 Hasse [13] proved it for curves with g = 1. For curves of genus g > 1 it was proved
by Weil in the period 1940–1948. See Weil’s publications [22, 23, 24] and [1] for historical
context.

We have ⇣
C

(s) = 0 if and only if P (q�s) = 0. If we factor the polynomial P (T ) in
C[T ] and write

P (T ) =
Y

⇡

(1� ⇡T ),

where ⇡ runs over the reciprocal roots of P (T ), then ⇣
C

(s) = 0 if and only if 1� ⇡q�s = 0
for one of the reciprocal zeroes ⇡. Therefore, the analogue of the Riemann Hypothesis says
precisely that the absolute values of the complex numbers ⇡ are all equal to

p
q.
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2. Stepanov’s method.

In this section we estimate the number of rational points of an elliptic curve over a finite
field. This is the key ingredient for the proof of the analogue of the Riemann Hypothesis.
Our method is due to Stepanov [19]. His proof easily generalizes to curves of higher genus.
See Bombieri’s Bourbaki lecture [3] or Hindry’s note [16].

An elliptic curve E over a finite field F
q

is a smooth cubic curve given by a Weierstrass
equation

Y 2 + a
1

XY + a
3

Y = X3 + a
2

X2 + a
4

X + a
6

,

with a
i

2 F
q

. We write E(Fn

q

) for the set of points with coordinates in the subfield F
q

n

of F
q

. By E(F
q

) we denote the set of points with coordinates in F
q

.
We consider the F

q

-algebra

R = F
q

[X,Y ]/(Y 2 + a
1

XY + a
3

Y �X3 � a
2

X2 � a
4

X � a
6

).

The elements of R can be viewed as functions on E. Every element f 2 R has the form
g(X) + Y h(X) for unique polynomials g, h 2 F

q

[X]. For every non-zero f 2 R, let deg f
denote the dimension of the F

q

-vector space R/fR. We have degX = 2 and deg Y = 3. In
general, for f = g(X) + Y h(X) with g, h 2 F

q

[X] polynomials of degrees d, e respectively,
one has deg f = max(2d, 3 + 2e). In particular, R contains no function f with deg f = 1.
Any non-zero f 2 R has at most deg f zeroes on E(F

q

)�{1}. Indeed, if f = g(X)+Y h(X)
as above, then the equation obtained by substituting Y = �g(X)/h(X) in the Weierstrass
equation has degree deg f in X.

For a � 0, let L
a

denote the F
q

-vector space

L
a

= {f 2 R : deg f  a}.

For a = 0 or 1 the space L
a

consists only of constant functions and has dimension 1. This
follows from the fact that R does not contain any functions f of degree 1. The following
Lemma describes what happens for a � 2. We put e

1

= 1 and

e
2i

= Xi and e
2i+1

= Xi�1Y for i � 1.

Then e
i

has degree i for i � 1. Every function f 2 R is of the form
P

d

k=1

�
k

e
k

with unique
coe�cients �

k

2 F
q

. The degree of f is equal to the largest index k for which �
k

6= 0. We
call f monic if �

k

= 1.

Lemma 2.1. For a � 1, the monomials e
i

with i  a are an F
q

-basis for L
a

. In particular,

L
a

has F
q

-dimension a.

Proof. The monomials e
i

certainly generate L
a

. On the other hand, the orders of their
poles at 1 are all di↵erent. Therefore, they are linearly independent and hence form a
basis of L

a

. This proves the lemma.

For a � 1, the set Lq

a

= {fq : f 2 L
a

} is an F
q

-vector space of dimension a = dimL
a

.
Indeed, the map f 7! fq is an F

q

-linear bijection L
a

$ Lq

a

.
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Lemma 2.2. Let a, b be positive integers and let Lq

a

L
b

denote the F
q

-vector space gener-

ated by the functions fqg where f 2 L
a

and g 2 L
b

. Then we have

(a) dimLq

a

L
b

 aq + b;
(b) dimLq

a

L
b

 ab;
(c) if b < q, the elements eq

i

e
j

for 1  i  a and 1  j  b, form an F
q

-basis of Lq

a

L
b

and

we have equality in (b).

Proof. Part (a) follows from the fact that Lq

a

L
b

⇢ L
aq+b

. The inequality of part (b)
follows from the fact that the functions eq

i

e
j

with 1  i  a and 1  j  b generate Lq

a

L
b

.
For (c) we observe that

deg eq
i

e
j

= qdeg e
i

+ deg e
j

Thus, if b < q, we have deg e
j

< q for all j. It follows that the degrees deg eq
i

e
j

are all
distinct. So any F

q

-linear combination
P

i,j

�
ij

eq
i

e
j

that is zero, necessarily has �
ij

= 0
for every i, j. This proves that the functions eq

i

e
j

are independent. It follows that they are
a basis for Lq

a

L
b

. This proves the lemma.

From now on we assume that a, b � 1 with b < q. Lemma 2.2 (c) implies that the
F

q

-linear map
# : Lq

a

L
b

�! L
a

Lq

b

given by
eq
i

e
j

7! e
i

eq
j

, for 1  i  a and 1  j  b,

is well defined.
The following proposition is the key ingredient in the proof of Theorem 2.4.

Proposition 2.3. Let a, b � 1 with b < q. If the map # is not injective, then

#E(F
q

2)  aq + b+ 1.

Proof. Every function F 2 ker# vanishes on E(F
q

2) � {1}. Indeed, let F =
P

�
ij

eq
i

e
j

for certain �
ij

2 F
q

, and let P 2 E(F
q

2)� {1}. Then

F (P )q =
X

�
ij

eq
2

i

(P )eq
j

(P ) =
X

�
ij

e
i

(P )eq
j

(P ) = (
X

�
ij

e
i

eq
j

)(P ) = #(F )(P ) = 0,

which is zero when F 2 ker#. The second equality follows from the fact that P 2 E(F
q

2)

so that fq

2

(P ) = f(P ) for every function f 2 R.
Since # is not injective, there exists a non-zero F in ker#. Therefore, we obtain the

following estimate.

#E(F
q

2)� 1  #{zeroes of F}  deg(F )  aq + b.

The rightmost inequality follows from Lemma 2.2 (a). This proves the proposition.

Theorem 2.4. Let E be an elliptic curve defined over F
q

and suppose that q � 5. Then
we have

#E(F
q

2)  q2 + 3q.
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Proof. The map # defined above cannot be injective if a, b � 1 have the property that

dimLq

a

L
b

> dimL
a

Lq

b

.

Since b < q, Lemma 2.2 (b) implies that Lq

a

L
b

has dimension ab. Lemma 2.2 (b) cannot
be applied to L

a

Lq

b

. In some sense this is the point of the proof. However, Lemma 2.2 (a)
implies that L

a

Lq

b

has dimension  a+ bq. Therefore the map # is not injective when

ab > a+ bq.

In order to deduce a sharp estimate from Proposition 2.3, we choose a as small as possible.
Since the inequality ab > a+ bq must be satisfied, the minimal choice is a = q + 2. Once
a is chosen, we can take b = q � 1, at least for q � 5. With these choices the quantity
aq + b+ 1 in Proposition 2.3 becomes (q + 2)q + q � 1 + 1 = q2 + 3q, as required.

3. The Riemann Hypothesis.

Let E be an elliptic curve over F
q

.

Proposition 3.1. The zeta function of the elliptic curve E is given by

Z
E

(T ) =
1� ⌧T + qT 2

(1� T )(1� qT )
,

where ⌧ is an integer given by #E(F
q

) = q + 1� ⌧ .

Before proving Proposition 3.1, we prove the analogue of the Riemann Hypothesis. In
other words, we prove that the complex zeroes of the numerator of Z

E

(T ) have absolute
value 1/

p
q. The key ingredient is the upper bound for #E(F

q

2) of Theorem 2.4. We first
use the method of the proof of Theorem 2.4 to obtain a lower bound for #E(F

q

2).

Proposition 3.2. Let E be an elliptic curve over F
q

and suppose that q � 5. Then we

have

#E(F
q

2) > q2 � 3q.

Proof. Let ⌦ denote the set of points (x, y) of E(F
q

)� {1} for which x 2 F
q

2 . For every
x 2 F

q

2 there are at most two points (x, y) 2 ⌦. If (x, y) is one such point, then (x, y)
where y = �y � a

1

x� a
3

, is the other. We have

#⌦ = 2q2 � r.

where r is the number of values of x for which y = y. We have r  3.
The automorphism � of F

q

given by �(t) = tq
2

acts on ⌦. It maps a point (x, y) 2 ⌦ to

(�(x),�(y)) = (xq

2

, yq
2

) = (x, yq
2

). It follows that either �(y) = y, or �(y) = y. Therefore,
we have

⌦ = ⌦+ [ ⌦�,

7



where ⌦+ = {(x, y) 2 ⌦ : �(y) = y} and ⌦� = {(x, y) 2 ⌦ : �(y) = y}. The intersection
⌦+\⌦� consists of the r points (x, y) for which y = y. Clearly, ⌦+ is the set E(F

q

2)�{1}.
Theorem 2.4 provides an estimate for its size.

We estimate the size of the set ⌦�. Let a, b be as in the proof of Theorem 2.4.
Note that the spaces L

a

and L
b

are preserved by the automorphism f 7! f of R given by
f(X,Y ) = f(X,�Y � a

1

X � a
3

). Consider the F
q

-linear map

#0 : Lq

a

L
b

�! L
a

Lq

b

defined by
eq
i

e
j

7! e
i

eq
j

.

Every function F 2 ker#0 vanishes on the set ⌦�. Indeed, let F =
P

�
ij

eq
i

e
j

for certain
�
ij

2 F
q

and let P 2 ⌦�. Then

F (P )q =
X

�
ij

eq
2

i

(P )eq
j

(P ) =
X

�
ij

e
i

(P )eq
j

(P ) = (
X

�
ij

e
i

fq

j

)(P ) = #0(F )(P ) = 0,

and hence F (P ) = 0. Therefore, we can draw the same conclusion as in the previous
section. We have

#⌦�  q2 + 3q.

and hence
#E(F

q

2)� 1 = #⌦+,

= #⌦�#⌦� +#(⌦+ \ ⌦�),

� (2q2 � r)� (q2 + 3q) + r,

� q2 � 3q.

as required.

Theorem 3.3. Let E be an elliptic curve over F
q

. The inverse zeroes ⇡ and ⇡0
of the

numerator 1� ⌧T + qT 2

of the zeta function of E have absolute value

p
q. In particular,

we have ⇡0 = ⇡.

Proof. By Proposition 3.1 we have

1� ⌧T + qT 2

(1� T )(1� qT )
= Z

E

(T ) =
Y

P

1

1� T deg P

,

where P runs over the points in E(F
q

) up to Galois conjugacy. This gives

(1� ⇡T )(1� ⇡0T )

(1� T )(1� qT )
=

Y

d�1

(1� T d)�ad .

Here a
d

denotes the number of points on E of degree d up to Galois conjugacy. Taking
the logarithmic derivative of this identity, expanding the geometric series and comparing
coe�cients, shows that for e � 1 we have qe + 1� ⇡e � ⇡0e =

P
d|e dad. Therefore

#E(F
q

e) =
X

d|e

da
d

= qe + 1� ⇡e � ⇡0e, for every e � 1.

8



Theorem 2.4 and Proposition 3.2 imply that

|⇡e + ⇡0e|  3qe/2 + 1, for all even exponents e.

It follows that |( ⇡p
q

)e + ( ⇡

0
p
q

)e| remains bounded as e ! 1. Since ⇡⇡0 = q, this implies

that |⇡| = |⇡0| = p
q, as required.

The inequalities of Theorem 2.4 and Proposition 3.2 have only been proved for q � 5.
However, when q < 5, we have qk > 5 for k � 3. This implies that we still have the
inequality for even degrees e � 6. So, the argument involving e ! 1 is not a↵ected and
the conclusion is the same for q < 5. This proves the theorem.

Corollary 3.4. Let E be an elliptic curve over F
q

. Then

|qe + 1�#E(F
q

e)|  2qe/2, for every e � 1.

We briefly explain how Proposition 3.1 can be proved. Since the elliptic curve has a unique
point at infinity and since this point is defined over F

q

, it su�ces to show that

Z
R

(T ) =
1� ⌧T + qT

1� qT
,

where R is the F
q

-algebra given by

R = F
q

[X,Y ]/(Y 2 + a
1

XY + a
3

Y �X3 � a
2

X2 � a
4

X � a
6

).

Since Z
R

(T ) is equal to
P

d�1

c
d

T d where c
d

denotes the number of ideals of R of codi-
mension d, this boils down to counting ideals of R of fixed codimension. We already did
this in section 1 for the ring R = F

q

[X]. Here we proceed in a similar way. To show that

Z
R

(T ) =
X

d�0

c
d

T d = (1� ⌧T + qT 2)(1 + qT + (qT )2 + . . .),

we must show that c
1

= q � ⌧ and c
d

= qd�1(1 � ⌧ + q) for d � 2. Since the ideals of
codimension 1 are maximal with residue field F

q

, they correspond bijectively to the set of
points E(F

q

)� {1}. Therefore c
1

= #E(F
q

)� 1 = q � ⌧ as required.
For d � 2, Lemma 2.1 implies that there are qd�1 monic functions in R of degree d.

Since the unit group of R is equal to F⇤
q

, this implies that there are qd�1

principal ideals
of R of codimension d.

Let I be a non-principal ideal of R of codimension d. Then the monomials e
i

with
1  i  d+ 1 of section 2 are linearly dependent in the F

q

-vector space R/I. Therefore I
contains a monic function f of degree d+1. Since R contains no functions of degree 1, the
function f is unique. In order to count the functions f we use the fact that I is an invertible
ideal of R and write (f) = Im for a unique codimension 1 ideal m. Let P 2 E(F

q

) be the
rational point that corresponds to m. The number of ideals of codimension d is then seen
to be equal to the number of points in E(F

q

) � {1} times the number of monic degree
d+1 functions that vanish in P . This gives qd�1(q� ⌧) ideals. Adding the principal ideals
we find that c

d

= qd�1(1� ⌧ + q) as required.

9



4. Counting points on elliptic curves over finite fields.

Let E be an elliptic curve over a finite field F
q

. For convenience sake we assume in this
section that the characteristic of F

q

is not 2 or 3. Then E is given by a Weierstrass
equation

Y 2 = X3 +AX +B

for some A, B 2 F
q

satisfying 4A3 + 27B2 6= 0 in F
q

. We let E(F
q

) denote the set of
points on E with coordinates in F

q

. In this section we describe two methods to determine
the cardinality of E(F

q

).

First we describe the straightforward naive method. Given x 2 F
q

, it is easily seen
that the number of points (x, y) in E(F

q

) whose X-coordinate is equal to x, is equal
to 1 + �(x3 +Ax+B). Here � : F

q

�! {�1, 0,+1} is the function given by

�(t) =

8
<

:

�1, if t is not a square in F
q

;
0, if t = 0;
1, if t is a non-zero square in F

q

.

Including the point at infinity, the set E(F
q

) has therefore cardinality

#E(F
q

) = 1 +
X

x2Fq

(1 + �(x3 +Ax+B)) = 1 + q +
X

x2Fq

�(x3 +Ax+B).

This implies that evaluating the sum
P

x2Fp
�(x3 + Ax + B) is the same problem as

computing #E(F
q

). For very small values of q, a straightforward evaluation of this sum is
an e�cient way to compute #E(F

q

). The running time of this algorithm is proportional
to q. It is an exponential algorithm.

Next we describe an deterministic polynomial time algorithm that is based on calcula-
tions with torsion points. Since the running time is O(log8q), the algorithm is asymptoti-
cally fast. However, in the form we present it, it is not very e�cient in practice. Successive
improvements by Atkin and Elkies [9] have made the algorithm much faster at the cost
of not being deterministic anymore. These enabled Sutherland in 2010 to compute the
number of points on the curve

y2 = x3 + 2718281828X + 3141592653,

modulo the 5011 digit prime q = 16219299585 · 216612 � 1. It is equal to q + 1� t, where t
is the integer listed in the appendix of these notes [20].

When the characteristic p of F
q

is very small, there are better algorithms [21]. In
contrast to the present algorithm, which may be said to be ‘l-adic’, those algorithms are
p-adic in nature.

In order to explain the algorithm, it is useful to first explain how to compute #E(F
q

)
modulo 2. The cardinality of the group E(F

q

) is even if and only if it contains a point
of order 2. Since the points of order 2 have the form (x, 0), this means precisely that the
polynomial X3 +AX +B has a zero in F

q

. This, in turn, is equivalent to

gcd(Xq �X,X3 +AX +B) 6= 1 in the ring F
q

[X].
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This can be tested e�ciently; the bulk of the computation is the calculation of Xq in the
ring F

q

[X]/(X3+AX+B), which can be done by repeated squarings and multiplications,
using the binary presentation of the exponent q. The amount of work involved is O(log3q).

We generalize this calculation to other primes l. We compute #E(F
q

) modulo the
first few small odd primes l = 3, 5, 7, . . . Since, by the analog of the Riemann Hypothesis,
we have

q + 1� 2
p
q < #E(F

p

) < q + 1 + 2
p
q,

it su�ces that Y

l

l > 4
p
q

in order to determine the cardinality uniquely by means of the Chinese Remainder The-
orem. A weak form of the prime number theorem shows that this can be achieved with
at most O(log q) primes l, each of size at most O(log q). Since q is large, the primes l are
very small with respect to q. We avoid l = charF

q

.

As in the case where l = 2, we use the subgroup E[l] of l-torsion points of E(F
q

):

E[l] = {P 2 E(F
q

) : [l]P = 0}.

The group E[l] is isomorphic to Z/lZ ⇥ Z/lZ. It is the kernel of the multiplication by l
morphism [l] : E �! E. There exist polynomials, the socalled division polynomials

 
l

(X) 2 F
q

[X],

that vanish precisely in the l-torsion points. For example

 
3

(X) = 3X4 + 6AX2 + 12BX �A2,

 
5

(X) = 5X12 + 62AX10 + 380BX9 � 105A2X8 + 240BAX7 + (�300A3 � 240B2)X6

� 696BA2X5 + (�125A4 � 1920B2A)X4 + (�80BA3 � 1600B3)X3

+ (�50A5 � 240B2A2)X2 + (�100BA4 � 640B3A)X + (A6 � 32B2A3 � 256B4).

The division polynomials can be calculated recursively by means of the addition formu-
las [8]. The degree of  

l

(X) is (l2 � 1)/2. The amount of work involved in calculating
them is dominated by the rest of the computation, so we don’t bother estimating it.

The Frobenius endomorphism ' : E �! E satisfies the quadratic relation

'2 � [⌧ ]'+ [q] = 0,

where ⌧ is the integer for which #E(F
q

) = q + 1� ⌧ . In the algorithm we check which of
the relations

'2 � [t]'+ [q] = 0, t = 0, 1, 2, . . . , l � 1,

holds on the group E[l] of l-torsion points. It is easily seen that the relation can only hold
for t ⌘ ⌧ (mod l). In this way we obtain the value of ⌧ modulo l.
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The key point is that the relations can be expressed by means of polynomials and that
they can be checked e�ciently: we have that

'2(x, y) + [q](x, y) = [t]'(x, y) for all (x, y) 2 E[l]

if and only if

(Xq

2

, Y q

2

) + [q0](X,Y ) ⌘ [t](Xq, Y q)

modulo the polynomials  
l

(X) and Y 2 � X3 � AX � B. Here q0 denotes the integer
congruent to q (mod l) that satisfies 0  q0 < l. Note that the “+” that occurs in the
formula is the addition on the elliptic curve, and that the multiplications are repeated
additions.

The bulk of the computation is, first, the computation of the powers Xq, Xq

2

, etc. in
the ring

F
q

[X,Y ]/( 
l

(X), Y 2 �X3 �AX �B),

and then, l times, the addition of the point (Xq, Y q), which boils down to a few additions
and multiplications in the same ring. Since the elements of the ring have size l2log q,
the amount of work involved is O(log q(l2log q)2) and O(l(l2log q)2) respectively. Here we
assume that the usual multiplication algorithms are being used, so that multiplying two
elements of size n takes time proportional to n2.

Keeping in mind that l = O(log q) and that we do this calculation for each l, we
conclude that the amount of work involved for the entire calculation is

O(log8 q).

Therefore, this is a deterministic polynomial time algorithm.

We mention three applications of this algorithm.

Application 4.1. Cryptography.

Let p be a prime and let g be a primitive root modulo p. Then every x 2 F⇤
p

can be written

as x = gl for some l 2 Z that is unique modulo p�1. The number l is the discrete logarithm
of x with respect to the primitive root g. When p is large, it is di�cult to compute l given
g and x. The di�culty of this problem has been used to design cryptosystems such as the
Di�e-Hellman key exchange. The best methods to compute discrete logarithms are based
on index calculus and use variations of the number field sieve.

The elliptic discrete logarithm is analogous [10]. Let E be an elliptic curve over a finite
field F

q

and suppose that the group of points E(F
q

) is generated by a point P . Then every
Q 2 E(F

p

) can be written as Q = [l]P for some l 2 Z that is unique modulo the order of
the group E(F

q

). The number l is the elliptic discrete logarithm of Q with respect to the
point P . There are no good methods to compute elliptic discrete logarithms. In particular,
there is no analogue of the methods that are based on index calculus. Therefore, elliptic
curve cryptosystems are even more secure than cryptosystems based on the usual discrete
logarithm or on the di�culty of factoring large numbers [11]. As a consequence the key
size can be smaller and the encryption and decryption algorithms are faster.

In order to create secure elliptic curve cryptosystems, it is necessary to count the
number of elements of the groups of points E(F

q

) of elliptic curves E over finite fields F
q

.
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Application 4.2. An algorithm to compute square roots modulo primes.

Consider the elliptic curve Y 2 = X3 �X. It has good reduction modulo any prime p > 2.
For primes p ⌘ 1 (mod 4) the ring of endomorphisms of E over F

p

is isomorphic to the
ring of Gaussian integers Z[i]. In terms of this isomorphism the Frobenius element of E
over F

p

is equal to an element a+ bi 2 Z[i] where a, b 2 Z satisfy a2 + b2 = p. The trace ⌧
of Frobenius is equal to 2a. Since #E(F

p

) = p+1� ⌧ , we can compute a by counting the
points on E over F

p

. Since (a/b)2 ⌘ �1 (mod p), this computation also yields a square
root of �1 modulo p.

In a similar way, one obtains for each d 2 Z a deterministic polynomial time algorithm
to compute the square root of d modulo the primes for which d is a square modulo p. The
dependence of the running time on d is exponential however.

Application 4.3. An algorithm to compute coe�cients a
p

of modular forms of weight 2.

Let ⌧ 2 C be a variable satisfying Im ⌧ > 0 and put q = e2⇡i⌧ . The Fourier series

1X

n=1

a
n

qn = q
1Y

n=1

(1� qn)2(1� q11n)2,

is the unique normalized weight 2 cusp form for the group �
0

(11). The Fourier coe�cients
a
n

are a multiplicative function of n satisfying a
p

m+1 = a
p

a
p

m � pa
p

m�1 for prime p
and m � 1. Therefore, the series is determined by the coe�cients a

p

for prime p.
The elliptic curve E given by

Y 2 � Y = X3 �X2

has good reduction modulo primes p 6= 11. The cardinality of the set E(F
p

) is equal
to p + 1 � a

p

. Therefore, the coe�cients a
p

of the modular form can be computed in
deterministic polynomial time by counting points on E over F

p

. This algorithm generalizes
easily to normalized weight 2 cusp form for the groups �

0

(N) for any N � 1, as long as
the Fourier coe�cients are in Z.

Since Pila generalized the elliptic curve algorithm to abelian varieties, it is also possible
to determine the coe�cients a

p

of arbitrary modular forms of weight 2 in deterministic
polynomial time. Recently Couveignes and Edixhoven have proposed an algorithm to
determine the Fourier coe�cients of modular forms f of weight k > 2. See [5]. Their
algorithm computes the coe�cients modulo small primes l by exploiting the 2-dimensional
Galois representations associated to f . An important example is the unique cusp form of
weight 12 for the group SL

2

(Z). It is given by

�(q) =
1X

n=1

⌧(n)qn = q
1Y

n=1

(1� qn)24,

where ⌧(n) is Ramanujan’s ⌧ -function. At present it is possible to compute ⌧(p) modulo
primes l  31 for p a 1000 digit prime. See [6] and the references there.

It would be very interesting to have a deterministic polynomial time algorithm to
compute the coe�cients of modular forms of half integral weight.

13



Bibliography

[1] Audin, M.: La guerre de recensions autour d’une note de André Weil en 1940.
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Appendix.

The integer t computed by Sutherland is

-205676009405629562870723544951711978493769633522691001290342982824394579979020
4959592275407252503375130973581475034324335091578303659602898092961951903564756
9198933574237708567449417804544527593253489171272835036914287573195186259060507
9378051967142239957124811271733862496681523052872100104674708907819012461473325
1721212562552160555172655862716920841284900275128560059998430399307232130155235
4770318037680806930569295989240725111217683349520179828098497727732803344520638
0645027334602616814059068320663621699856598219760976692643576278752947430140491
6595475629667874243634018488586052345598505206569111319389909915321869347167949
3155868676978108334106790272982037127662933425771749796702645059239637511409201
5289220525350785051281761320333589438348416068558542547465060916278320139630744
2907319563523368372624948591596206702163789435318699775791048148955678435878742
1897666214061826149830661747871603324711207139815142803476791860168691157478407
2003315890189110872897596116422007228911474320208862334504162336413864836736210
5359715444909805319838607670493175621868405897718758574258106867910177145843538
0874391942946098290760561460645783184379042763328777066300543506565157925043754
3611837824244725809922762112549137228504010076069580209346876604348239136238425
8118394715018207836019464687487606402936418324093917766417210216541895677571152
6763272193305850435146386442265129449541112284818987192814321299484336893724691
2741334009664482781230858923491788181119189054650310889869900858629974659408913
4428483925169564746537782964488059752941315320933387528426715619831817515485624
4734335275132494621001952446852583583199264754496938732527393372326375034790053
4081899583099725646921295752447566660037903173384929003015921757772295870375676
8925317990125300911646115088717717639105382789821458209896785394362925921805561
8911632548625725986031204760147307727593699728775128379092168271121767274773752
5964246646239976448378614270245272134687309907284961938608669237187423020635746
6899619292842753118560048311852205009216761760201957318038204119623750508007193
6406702382528439958955208274496842320127279061845291668832974850434817931979782
7570511372607343605964113472504605104937216247772767586484941749269032791114761
4095896400156814109886322639484738661356630416026575898292621971967626230086181
2490242979836754266268188351661135061847887688824809576465291476689413020982267
7706160197656271121723717447557022758725420893727752776926667115368323484986502
6489506952739429390868342254983967258910337922712336904912
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