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## 1. Zeta functions.

The Riemann zeta function $\zeta(s)$ of a complex variable $s$ satisfying $\operatorname{Re} s>1$ is defined by

$$
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}} .
$$

It is also given by the convergent 'Euler product'

$$
\zeta(s)=\prod_{p \text { prime }} \frac{1}{1-p^{-s}} .
$$

This follows by writing the Euler factors as geometric series

$$
\frac{1}{1-p^{-s}}=1+p^{-s}+p^{-2 s}+\ldots
$$

and using the fact that every natural number is a product of primes in a unique way. It follows that the zeta function has no zeroes $s$ with $\operatorname{Re} s>1$. In his 1859 paper Riemann proved that $\zeta(s)$ admits a meromorphic extension to $\mathbf{C}$ and satisfies a functional equation [17]. More precisely, the function

$$
Z(s)=\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(s)
$$

admits an alternative expression that visibly converges for all $s \in \mathbf{C}$ except for $s=0$ and $s=1$, where the function has simple poles. Moreover, $Z(s)$ satisfies

$$
Z(s)=Z(1-s)
$$

This implies that any zero $\rho$ of $Z(s)$ must satisfy $0 \leq \operatorname{Re} \rho \leq 1$. Since the $\Gamma$-function has simple poles in integers $n \leq 0$, the function $\zeta(s)$ has 'trivial' zeroes in the negative even integers. All its other zeroes are in the so-called critical strip $\{s \in \mathbf{C}: 0 \leq \operatorname{Re} s \leq 1\}$.

Riemann conjectured in his 1859 paper that, in fact, all non-trivial zeroes of the zeta function have real part equal to $\frac{1}{2}$. This is the celebrated Riemann Hypothesis. In 1900 it was included by Hilbert in his list of problems and, about one century later, it appears in the list of millenium problems of the Clay Institute [15, 4]. The zeroes form a discrete set and the $10^{13}$ zeroes with imaginary part at most $\approx 2,4 \cdot 10^{12}$ have been shown to have real part $\frac{1}{2}$. See [12].

In Appendix XI of the Dirichlet-Dedekind monograph on algebraic number theory [7], Dedekind proposed a generalization of the zeta function to rings of integers of number fields. He observed that the summation over the natural numbers $n$ in the definition of the zeta function, can be viewed as a summation over the non-zero ideals $n \mathbf{Z}$ of the ring $\mathbf{Z}$. Moreover, the number $n$ in the summand $\frac{1}{n^{s}}$ is precisely the index of $n \mathbf{Z}$ in $\mathbf{Z}$. This leads to the following definition for the zeta function of a ring of integers $R$ of a number field:

$$
\zeta_{R}(s)=\sum_{0 \neq I \subset R} \frac{1}{N(I)^{s}}
$$

Here $N(I)$ denotes the cardinality of the finite ring $R / I$. The rings $R$ are in general not unique factorization domains, but their non-zero ideals are products of maximal ideals in a unique way. Therefore we have an Euler product

$$
\zeta_{R}(s)=\prod_{\mathfrak{m} \max } \frac{1}{1-N(\mathfrak{m})^{-s}}
$$

Both the sum and the product converge for $s \in \mathbf{C}$ satisfying $\operatorname{Re} s>1$. Hecke [14] showed in 1934 that $\zeta_{R}(s)$ admits a meromorphic continuation to $\mathbf{C}$, and that it satisfies a functional equation relating $\zeta_{R}(s)$ to $\zeta_{R}(1-s)$. As in the case of the Riemann zeta function, this implies that all non-trivial zeroes of $\zeta_{R}(s)$ are in the critical strip. The Generalized Riemann Hypothesis states that they all have real part equal to $\frac{1}{2}$.

A different kind of rings with the property that their non-zero ideals are of finite index and are products of maximal ideals, are the polynomial rings $R=\mathbf{F}_{q}[X]$, where $\mathbf{F}_{q}$ denotes
a finite field with $q$ elements. In this case, it is easy to obtain a closed form for $\zeta_{R}(s)$. We have $N(I)=q^{\operatorname{dim} R / I}$ and hence

$$
\zeta_{R}(s)=\sum_{0 \neq I \subset R} \frac{1}{N(I)^{s}}=\sum_{d=0}^{\infty} \#\{I \subset R \text { of codimension } d\} q^{-d s}
$$

Since $R$ is a principal ideal domain and the unit group $R^{*}$ is equal to $\mathbf{F}_{q}^{*}$, every ideal $I$ is generated by a unique monic polynomial $f$. There are precisely $q^{d}$ monic polynomials of degree $d$ in $R$. It follows that

$$
\zeta_{R}(s)=\sum_{d=0}^{\infty} q^{d} q^{-d s}=\frac{1}{1-q^{1-s}}
$$

This formula provides us with a meromorphic continuation of $\zeta_{R}(s)$ to $\mathbf{C}$. There are infinitely many poles. They are of the form $s=1+\frac{2 \pi i k}{\log q}$ for $k \in \mathbf{Z}$. The zeta function $\zeta_{R}(s)$ satisfies the analogue of the Riemann Hypothesis, since it has no zeroes at all!

In his thesis Artin studied in 1921 quadratic extensions of the $\operatorname{ring} \mathbf{F}_{q}[X]$. See [2]. When the characteristic of $\mathbf{F}_{q}$ is not 2, these are of form $R=\mathbf{F}_{q}[X][\sqrt{f(X)}]$ where $f(X)$ is a squarefree polynomial in $\mathbf{F}_{q}[X]$. Artin viewed the rings $R$ as analogues of the rings of integers of quadratic number fields and he defined and studied the analogues of Dedekind's zeta function for these rings. The ideals of these rings are of finite index and are products of maximal ideals. Artin computed the zeta function explicitly for a handful of rings $R$. In each case the analog of the Riemann Hypothesis turned out to be true.

In order to describe the successive developments, it is useful to adopt a more geometric language. Writing $Y=\sqrt{f(X)}$, we see that $R$ is equal to the ring of regular functions $\mathbf{F}_{q}[X, Y] /\left(Y^{2}-f(X)\right)$ on the algebraic curve given by $Y^{2}=f(X)$. For any point $P=(x, y)$ of this curve with $x, y \in \overline{\mathbf{F}}_{q}$, the kernel $\mathfrak{m}$ of the evaluation map $R \longrightarrow \overline{\mathbf{F}}_{q}$ given by $g \mapsto g(P)$ is a maximal ideal of $R$. This is in fact a bijective correspondence between maximal ideals $\mathfrak{m}$ of R and $\overline{\mathbf{F}}_{q}$-points $P$ of the curve $Y^{2}=f(X)$. Here the points are to be taken up to conjugacy by the Galois group of $\overline{\mathbf{F}}_{q}$ over $\mathbf{F}_{q}$. In this correspondence, $R / \mathfrak{m}$ is the subfield of $\overline{\mathbf{F}}_{q}$ that is generated by the coordinates of $P$. Therefore, we can write

$$
\zeta_{R}(s)=\prod_{P} \frac{1}{1-N(P)^{-s}}
$$

where $P$ runs over the $\overline{\mathbf{F}}_{q}$-points $P$ of the curve given by $Y^{2}-f(X)$ and $N(P)$ is the number of elements of the field of definition of $P$.

It is well known that there is a projective, absolutely irreducible smooth curve $C$ over $\mathbf{F}_{q}$ whose function field is the field of fractions of $R=\mathbf{F}_{q}[X, Y] /\left(Y^{2}-f(X)\right)$. The curve $C$ is unique up to isomorphism and its zeta function is defined by

$$
\zeta_{C}(s)=\prod_{P \in C\left(\overline{\mathbf{F}}_{q}\right)} \frac{1}{1-N(P)^{-s}}
$$

Here $C\left(\overline{\mathbf{F}}_{q}\right)$ denotes the set of $\overline{\mathbf{F}}_{q}$-points of $C$, counted up to Galois conjugacy. The product converges for $s \in \mathbf{C}$ for which $\operatorname{Re} s>1$. The function $\zeta_{C}(s)$ is equal to $\zeta_{R}(s)$ up to a finite number of Euler factors. In particular, the analog of the Riemann Hypothesis holds for $\zeta_{R}(s)$ if and only if it holds for $\zeta_{C}(s)$. It is more convenient to describe the properties of the zeta functions $\zeta_{C}(s)$.

In 1927 the German mathematician F.K. Schmidt proved the Riemann-Roch Theorem for curves over finite fields [18]. This enabled him to compute closed forms for the zeta functions $\zeta_{C}(s)$. It is convenient to introduce the power series

$$
Z_{C}(T)=\prod_{P \in C\left(\overline{\mathbf{F}}_{q}\right)} \frac{1}{1-T^{\operatorname{deg} P}}
$$

where $\operatorname{deg} P$ denotes the degree of the field of definition of $P$ over $\mathbf{F}_{q}$. It is related to $N(P)$ by the formula $N(P)=q^{\operatorname{deg} P}$ and we have $\zeta_{C}(s)=Z_{C}\left(q^{-s}\right)$. Schmidt showed that

$$
Z_{C}(T)=\frac{P(T)}{(1-T)(1-q T)}
$$

where $P(T)$ is a polynomial having the following palindrome shape

$$
P(T)=1+b_{1} T+\ldots+b_{g-1} T^{g-1}+b_{g} T^{g}+b_{g-1} q T^{g+1}+\ldots+b_{1} q^{g-1} T^{2 g-1}+q^{g} T^{2 g}
$$

for certain coefficients $b_{i} \in \mathbf{Z}$. The integer $g$ is the genus of $C$. The palindrome property means

$$
q^{g} T^{2 g} P\left(\frac{1}{q T}\right)=P(T)
$$

This formula provides the meromorphic continuation of $\zeta_{C}(s)$ to all of $\mathbf{C}$. The palindrome property translates into a functional equation relating $\zeta_{C}(s)$ to $\zeta_{C}(1-s)$.

The analogue of the Riemann Hypothesis is trivially true when the genus $g=0$. In 1934 Hasse [13] proved it for curves with $g=1$. For curves of genus $g>1$ it was proved by Weil in the period 1940-1948. See Weil's publications [22, 23, 24] and [1] for historical context.

We have $\zeta_{C}(s)=0$ if and only if $P\left(q^{-s}\right)=0$. If we factor the polynomial $P(T)$ in $\mathbf{C}[T]$ and write

$$
P(T)=\prod_{\pi}(1-\pi T)
$$

where $\pi$ runs over the reciprocal roots of $P(T)$, then $\zeta_{C}(s)=0$ if and only if $1-\pi q^{-s}=0$ for one of the reciprocal zeroes $\pi$. Therefore, the analogue of the Riemann Hypothesis says precisely that the absolute values of the complex numbers $\pi$ are all equal to $\sqrt{q}$.

## 2. Stepanov's method.

In this section we estimate the number of rational points of an elliptic curve over a finite field. This is the key ingredient for the proof of the analogue of the Riemann Hypothesis. Our method is due to Stepanov [19]. His proof easily generalizes to curves of higher genus. See Bombieri's Bourbaki lecture [3] or Hindry's note [16].

An elliptic curve $E$ over a finite field $\mathbf{F}_{q}$ is a smooth cubic curve given by a Weierstrass equation

$$
Y^{2}+a_{1} X Y+a_{3} Y=X^{3}+a_{2} X^{2}+a_{4} X+a_{6}
$$

with $a_{i} \in \mathbf{F}_{q}$. We write $E\left(\mathbf{F}_{q}^{n}\right)$ for the set of points with coordinates in the subfield $\mathbf{F}_{q^{n}}$ of $\overline{\mathbf{F}}_{q}$. By $E\left(\overline{\mathbf{F}}_{q}\right)$ we denote the set of points with coordinates in $\overline{\mathbf{F}}_{q}$.

We consider the $\mathbf{F}_{q}$-algebra

$$
R=\mathbf{F}_{q}[X, Y] /\left(Y^{2}+a_{1} X Y+a_{3} Y-X^{3}-a_{2} X^{2}-a_{4} X-a_{6}\right) .
$$

The elements of $R$ can be viewed as functions on $E$. Every element $f \in R$ has the form $g(X)+Y h(X)$ for unique polynomials $g, h \in \mathbf{F}_{q}[X]$. For every non-zero $f \in R$, let $\operatorname{deg} f$ denote the dimension of the $\mathbf{F}_{q}$-vector space $R / f R$. We have $\operatorname{deg} X=2$ and $\operatorname{deg} Y=3$. In general, for $f=g(X)+Y h(X)$ with $g, h \in \mathbf{F}_{q}[X]$ polynomials of degrees $d, e$ respectively, one has $\operatorname{deg} f=\max (2 d, 3+2 e)$. In particular, $R$ contains no function $f$ with $\operatorname{deg} f=1$. Any non-zero $f \in R$ has at most deg $f$ zeroes on $E\left(\bar{F}_{q}\right)-\{\infty\}$. Indeed, if $f=g(X)+Y h(X)$ as above, then the equation obtained by substituting $Y=-g(X) / h(X)$ in the Weierstrass equation has degree $\operatorname{deg} f$ in $X$.

For $a \geq 0$, let $L_{a}$ denote the $\mathbf{F}_{q}$-vector space

$$
L_{a}=\{f \in R: \operatorname{deg} f \leq a\} .
$$

For $a=0$ or 1 the space $L_{a}$ consists only of constant functions and has dimension 1. This follows from the fact that $R$ does not contain any functions $f$ of degree 1 . The following Lemma describes what happens for $a \geq 2$. We put $e_{1}=1$ and

$$
e_{2 i}=X^{i} \quad \text { and } \quad e_{2 i+1}=X^{i-1} Y \quad \text { for } i \geq 1
$$

Then $e_{i}$ has degree $i$ for $i \geq 1$. Every function $f \in R$ is of the form $\sum_{k=1}^{d} \lambda_{k} e_{k}$ with unique coefficients $\lambda_{k} \in \mathbf{F}_{q}$. The degree of $f$ is equal to the largest index $k$ for which $\lambda_{k} \neq 0$. We call $f$ monic if $\lambda_{k}=1$.

Lemma 2.1. For $a \geq 1$, the monomials $e_{i}$ with $i \leq a$ are an $\mathbf{F}_{q}$-basis for $L_{a}$. In particular, $L_{a}$ has $\mathbf{F}_{q}$-dimension a.

Proof. The monomials $e_{i}$ certainly generate $L_{a}$. On the other hand, the orders of their poles at $\infty$ are all different. Therefore, they are linearly independent and hence form a basis of $L_{a}$. This proves the lemma.

For $a \geq 1$, the set $L_{a}^{q}=\left\{f^{q}: f \in L_{a}\right\}$ is an $\mathbf{F}_{q}$-vector space of dimension $a=\operatorname{dim} L_{a}$. Indeed, the map $f \mapsto f^{q}$ is an $\mathbf{F}_{q}$-linear bijection $L_{a} \leftrightarrow L_{a}^{q}$.

Lemma 2.2. Let $a, b$ be positive integers and let $L_{a}^{q} L_{b}$ denote the $\mathbf{F}_{q}$-vector space generated by the functions $f^{q} g$ where $f \in L_{a}$ and $g \in L_{b}$. Then we have
(a) $\operatorname{dim} L_{a}^{q} L_{b} \leq a q+b$;
(b) $\operatorname{dim} L_{a}^{q} L_{b} \leq a b$;
(c) if $b<q$, the elements $e_{i}^{q} e_{j}$ for $1 \leq i \leq a$ and $1 \leq j \leq b$, form an $\mathbf{F}_{q}$-basis of $L_{a}^{q} L_{b}$ and we have equality in (b).

Proof. Part (a) follows from the fact that $L_{a}^{q} L_{b} \subset L_{a q+b}$. The inequality of part (b) follows from the fact that the functions $e_{i}^{q} e_{j}$ with $1 \leq i \leq a$ and $1 \leq j \leq b$ generate $L_{a}^{q} L_{b}$. For (c) we observe that

$$
\operatorname{deg} e_{i}^{q} e_{j}=q \operatorname{deg} e_{i}+\operatorname{deg} e_{j}
$$

Thus, if $b<q$, we have $\operatorname{deg} e_{j}<q$ for all $j$. It follows that the degrees $\operatorname{deg} e_{i}^{q} e_{j}$ are all distinct. So any $\mathbf{F}_{q}$-linear combination $\sum_{i, j} \lambda_{i j} e_{i}^{q} e_{j}$ that is zero, necessarily has $\lambda_{i j}=0$ for every $i, j$. This proves that the functions $e_{i}^{q} e_{j}$ are independent. It follows that they are a basis for $L_{a}^{q} L_{b}$. This proves the lemma.

From now on we assume that $a, b \geq 1$ with $b<q$. Lemma 2.2 (c) implies that the $\mathbf{F}_{q}$-linear map

$$
\vartheta: L_{a}^{q} L_{b} \longrightarrow L_{a} L_{b}^{q}
$$

given by

$$
e_{i}^{q} e_{j} \mapsto e_{i} e_{j}^{q}, \quad \text { for } 1 \leq i \leq a \text { and } 1 \leq j \leq b
$$

is well defined.
The following proposition is the key ingredient in the proof of Theorem 2.4.
Proposition 2.3. Let $a, b \geq 1$ with $b<q$. If the map $\vartheta$ is not injective, then

$$
\# E\left(\mathbf{F}_{q^{2}}\right) \leq a q+b+1
$$

Proof. Every function $F \in \operatorname{ker} \vartheta$ vanishes on $E\left(\mathbf{F}_{q^{2}}\right)-\{\infty\}$. Indeed, let $F=\sum \lambda_{i j} e_{i}^{q} e_{j}$ for certain $\lambda_{i j} \in \mathbf{F}_{q}$, and let $P \in E\left(\mathbf{F}_{q^{2}}\right)-\{\infty\}$. Then

$$
F(P)^{q}=\sum \lambda_{i j} e_{i}^{q^{2}}(P) e_{j}^{q}(P)=\sum \lambda_{i j} e_{i}(P) e_{j}^{q}(P)=\left(\sum \lambda_{i j} e_{i} e_{j}^{q}\right)(P)=\vartheta(F)(P)=0
$$

which is zero when $F \in \operatorname{ker} \vartheta$. The second equality follows from the fact that $P \in E\left(\mathbf{F}_{q^{2}}\right)$ so that $f^{q^{2}}(P)=f(P)$ for every function $f \in R$.

Since $\vartheta$ is not injective, there exists a non-zero $F$ in $\operatorname{ker} \vartheta$. Therefore, we obtain the following estimate.

$$
\# E\left(\mathbf{F}_{q^{2}}\right)-1 \leq \#\{\text { zeroes of } F\} \leq \operatorname{deg}(F) \leq a q+b
$$

The rightmost inequality follows from Lemma 2.2 (a). This proves the proposition.
Theorem 2.4. Let $E$ be an elliptic curve defined over $\mathbf{F}_{q}$ and suppose that $q \geq 5$. Then we have

$$
\# E\left(\mathbf{F}_{q^{2}}\right) \leq q^{2}+3 q
$$

Proof. The map $\vartheta$ defined above cannot be injective if $a, b \geq 1$ have the property that

$$
\operatorname{dim} L_{a}^{q} L_{b}>\operatorname{dim} L_{a} L_{b}^{q} .
$$

Since $b<q$, Lemma 2.2 (b) implies that $L_{a}^{q} L_{b}$ has dimension $a b$. Lemma 2.2 (b) cannot be applied to $L_{a} L_{b}^{q}$. In some sense this is the point of the proof. However, Lemma 2.2 (a) implies that $L_{a} L_{b}^{q}$ has dimension $\leq a+b q$. Therefore the map $\vartheta$ is not injective when

$$
a b>a+b q .
$$

In order to deduce a sharp estimate from Proposition 2.3, we choose $a$ as small as possible. Since the inequality $a b>a+b q$ must be satisfied, the minimal choice is $a=q+2$. Once $a$ is chosen, we can take $b=q-1$, at least for $q \geq 5$. With these choices the quantity $a q+b+1$ in Proposition 2.3 becomes $(q+2) q+q-1+1=q^{2}+3 q$, as required.

## 3. The Riemann Hypothesis.

Let $E$ be an elliptic curve over $\mathbf{F}_{q}$.
Proposition 3.1. The zeta function of the elliptic curve $E$ is given by

$$
Z_{E}(T)=\frac{1-\tau T+q T^{2}}{(1-T)(1-q T)}
$$

where $\tau$ is an integer given by $\# E\left(\mathbf{F}_{q}\right)=q+1-\tau$.
Before proving Proposition 3.1, we prove the analogue of the Riemann Hypothesis. In other words, we prove that the complex zeroes of the numerator of $Z_{E}(T)$ have absolute value $1 / \sqrt{q}$. The key ingredient is the upper bound for $\# E\left(\mathbf{F}_{q^{2}}\right)$ of Theorem 2.4. We first use the method of the proof of Theorem 2.4 to obtain a lower bound for $\# E\left(\mathbf{F}_{q^{2}}\right)$.
Proposition 3.2. Let $E$ be an elliptic curve over $\mathbf{F}_{q}$ and suppose that $q \geq 5$. Then we have

$$
\# E\left(\mathbf{F}_{q^{2}}\right)>q^{2}-3 q .
$$

Proof. Let $\Omega$ denote the set of points $(x, y)$ of $E\left(\overline{\mathbf{F}}_{q}\right)-\{\infty\}$ for which $x \in \mathbf{F}_{q^{2}}$. For every $x \in \mathbf{F}_{q^{2}}$ there are at most two points $(x, y) \in \Omega$. If $(x, y)$ is one such point, then $(x, \bar{y})$ where $\bar{y}=-y-a_{1} x-a_{3}$, is the other. We have

$$
\# \Omega=2 q^{2}-r .
$$

where $r$ is the number of values of $x$ for which $y=\bar{y}$. We have $r \leq 3$.
The automorphism $\sigma$ of $\overline{\mathbf{F}}_{q}$ given by $\sigma(t)=t^{q^{2}}$ acts on $\Omega$. It maps a point $(x, y) \in \Omega$ to $(\sigma(x), \sigma(y))=\left(x^{q^{2}}, y^{q^{2}}\right)=\left(x, y^{q^{2}}\right)$. It follows that either $\sigma(y)=y$, or $\sigma(y)=\bar{y}$. Therefore, we have

$$
\Omega=\Omega^{+} \cup \Omega^{-}
$$

where $\Omega^{+}=\{(x, y) \in \Omega: \sigma(y)=y\}$ and $\Omega^{-}=\{(x, y) \in \Omega: \sigma(y)=\bar{y}\}$. The intersection $\Omega^{+} \cap \Omega^{-}$consists of the $r$ points $(x, y)$ for which $y=\bar{y}$. Clearly, $\Omega^{+}$is the set $E\left(\mathbf{F}_{q^{2}}\right)-\{\infty\}$. Theorem 2.4 provides an estimate for its size.

We estimate the size of the set $\Omega^{-}$. Let $a, b$ be as in the proof of Theorem 2.4. Note that the spaces $L_{a}$ and $L_{b}$ are preserved by the automorphism $f \mapsto \bar{f}$ of $R$ given by $\bar{f}(X, Y)=f\left(X,-Y-a_{1} X-a_{3}\right)$. Consider the $\mathbf{F}_{q}$-linear map

$$
\vartheta^{\prime}: L_{a}^{q} L_{b} \longrightarrow L_{a} L_{b}^{q}
$$

defined by

$$
e_{i}^{q} e_{j} \mapsto \overline{e_{i}} e_{j}^{q} .
$$

Every function $F \in \operatorname{ker} \vartheta^{\prime}$ vanishes on the set $\Omega^{-}$. Indeed, let $F=\sum \lambda_{i j} e_{i}^{q} e_{j}$ for certain $\lambda_{i j} \in \mathbf{F}_{q}$ and let $P \in \Omega^{-}$. Then

$$
F(P)^{q}=\sum \lambda_{i j} e_{i}^{q^{2}}(P) e_{j}^{q}(P)=\sum \lambda_{i j} \bar{e}_{i}(P) e_{j}^{q}(P)=\left(\sum \lambda_{i j} \bar{e}_{i} f_{j}^{q}\right)(P)=\vartheta^{\prime}(F)(P)=0
$$

and hence $F(P)=0$. Therefore, we can draw the same conclusion as in the previous section. We have

$$
\# \Omega^{-} \leq q^{2}+3 q
$$

and hence

$$
\begin{aligned}
\# E\left(\mathbf{F}_{q^{2}}\right)-1 & =\# \Omega^{+} \\
& =\# \Omega-\# \Omega^{-}+\#\left(\Omega^{+} \cap \Omega^{-}\right), \\
& \geq\left(2 q^{2}-r\right)-\left(q^{2}+3 q\right)+r, \\
& \geq q^{2}-3 q .
\end{aligned}
$$

as required.
Theorem 3.3. Let $E$ be an elliptic curve over $\mathbf{F}_{q}$. The inverse zeroes $\pi$ and $\pi^{\prime}$ of the numerator $1-\tau T+q T^{2}$ of the zeta function of $E$ have absolute value $\sqrt{q}$. In particular, we have $\pi^{\prime}=\bar{\pi}$.

Proof. By Proposition 3.1 we have

$$
\frac{1-\tau T+q T^{2}}{(1-T)(1-q T)}=Z_{E}(T)=\prod_{P} \frac{1}{1-T^{\operatorname{deg} P}}
$$

where $P$ runs over the points in $E\left(\overline{\mathbf{F}}_{q}\right)$ up to Galois conjugacy. This gives

$$
\frac{(1-\pi T)\left(1-\pi^{\prime} T\right)}{(1-T)(1-q T)}=\prod_{d \geq 1}\left(1-T^{d}\right)^{-a_{d}}
$$

Here $a_{d}$ denotes the number of points on $E$ of degree $d$ up to Galois conjugacy. Taking the logarithmic derivative of this identity, expanding the geometric series and comparing coefficients, shows that for $e \geq 1$ we have $q^{e}+1-\pi^{e}-\pi^{\prime e}=\sum_{d \mid e} d a_{d}$. Therefore

$$
\# E\left(\mathbf{F}_{q^{e}}\right)=\sum_{d \mid e} d a_{d}=q^{e}+1-\pi^{e}-\pi^{\prime e}, \quad \text { for every } e \geq 1
$$

Theorem 2.4 and Proposition 3.2 imply that

$$
\left|\pi^{e}+\pi^{\prime e}\right| \leq 3 q^{e / 2}+1, \quad \text { for all even exponents } e
$$

It follows that $\left|\left(\frac{\pi}{\sqrt{q}}\right)^{e}+\left(\frac{\pi^{\prime}}{\sqrt{q}}\right)^{e}\right|$ remains bounded as $e \rightarrow \infty$. Since $\pi \pi^{\prime}=q$, this implies that $|\pi|=\left|\pi^{\prime}\right|=\sqrt{q}$, as required.

The inequalities of Theorem 2.4 and Proposition 3.2 have only been proved for $q \geq 5$. However, when $q<5$, we have $q^{k}>5$ for $k \geq 3$. This implies that we still have the inequality for even degrees $e \geq 6$. So, the argument involving $e \rightarrow \infty$ is not affected and the conclusion is the same for $q<5$. This proves the theorem.
Corollary 3.4. Let $E$ be an elliptic curve over $\mathbf{F}_{q}$. Then

$$
\left|q^{e}+1-\# E\left(\mathbf{F}_{q^{e}}\right)\right| \leq 2 q^{e / 2}, \quad \text { for every } e \geq 1
$$

We briefly explain how Proposition 3.1 can be proved. Since the elliptic curve has a unique point at infinity and since this point is defined over $\mathbf{F}_{q}$, it suffices to show that

$$
Z_{R}(T)=\frac{1-\tau T+q T}{1-q T},
$$

where $R$ is the $\mathbf{F}_{q}$-algebra given by

$$
R=\mathbf{F}_{q}[X, Y] /\left(Y^{2}+a_{1} X Y+a_{3} Y-X^{3}-a_{2} X^{2}-a_{4} X-a_{6}\right)
$$

Since $Z_{R}(T)$ is equal to $\sum_{d \geq 1} c_{d} T^{d}$ where $c_{d}$ denotes the number of ideals of $R$ of codimension $d$, this boils down to counting ideals of $R$ of fixed codimension. We already did this in section 1 for the ring $R=\mathbf{F}_{q}[X]$. Here we proceed in a similar way. To show that

$$
Z_{R}(T)=\sum_{d \geq 0} c_{d} T^{d}=\left(1-\tau T+q T^{2}\right)\left(1+q T+(q T)^{2}+\ldots\right)
$$

we must show that $c_{1}=q-\tau$ and $c_{d}=q^{d-1}(1-\tau+q)$ for $d \geq 2$. Since the ideals of codimension 1 are maximal with residue field $\mathbf{F}_{q}$, they correspond bijectively to the set of points $E\left(\mathbf{F}_{q}\right)-\{\infty\}$. Therefore $c_{1}=\# E\left(\mathbf{F}_{q}\right)-1=q-\tau$ as required.

For $d \geq 2$, Lemma 2.1 implies that there are $q^{d-1}$ monic functions in $R$ of degree $d$. Since the unit group of $R$ is equal to $\mathbf{F}_{q}^{*}$, this implies that there are $q^{d-1}$ principal ideals of $R$ of codimension $d$.

Let $I$ be a non-principal ideal of $R$ of codimension $d$. Then the monomials $e_{i}$ with $1 \leq i \leq d+1$ of section 2 are linearly dependent in the $\mathbf{F}_{q}$-vector space $R / I$. Therefore $I$ contains a monic function $f$ of degree $d+1$. Since $R$ contains no functions of degree 1 , the function $f$ is unique. In order to count the functions $f$ we use the fact that $I$ is an invertible ideal of $R$ and write $(f)=I \mathfrak{m}$ for a unique codimension 1 ideal $\mathfrak{m}$. Let $P \in E\left(\mathbf{F}_{q}\right)$ be the rational point that corresponds to $\mathfrak{m}$. The number of ideals of codimension $d$ is then seen to be equal to the number of points in $E\left(\mathbf{F}_{q}\right)-\{\infty\}$ times the number of monic degree $d+1$ functions that vanish in $P$. This gives $q^{d-1}(q-\tau)$ ideals. Adding the principal ideals we find that $c_{d}=q^{d-1}(1-\tau+q)$ as required.

## 4. Counting points on elliptic curves over finite fields.

Let $E$ be an elliptic curve over a finite field $\mathbf{F}_{q}$. For convenience sake we assume in this section that the characteristic of $\mathbf{F}_{q}$ is not 2 or 3 . Then $E$ is given by a Weierstrass equation

$$
Y^{2}=X^{3}+A X+B
$$

for some $A, B \in \mathbf{F}_{q}$ satisfying $4 A^{3}+27 B^{2} \neq 0$ in $\mathbf{F}_{q}$. We let $E\left(\mathbf{F}_{q}\right)$ denote the set of points on $E$ with coordinates in $\mathbf{F}_{q}$. In this section we describe two methods to determine the cardinality of $E\left(\mathbf{F}_{q}\right)$.

First we describe the straightforward naive method. Given $x \in \mathbf{F}_{q}$, it is easily seen that the number of points $(x, y)$ in $E\left(\mathbf{F}_{q}\right)$ whose $X$-coordinate is equal to $x$, is equal to $1+\chi\left(x^{3}+A x+B\right)$. Here $\chi: \mathbf{F}_{q} \longrightarrow\{-1,0,+1\}$ is the function given by

$$
\chi(t)= \begin{cases}-1, & \text { if } t \text { is not a square in } \mathbf{F}_{q} ; \\ 0, & \text { if } t=0 \\ 1, & \text { if } t \text { is a non-zero square in } \mathbf{F}_{q}\end{cases}
$$

Including the point at infinity, the set $E\left(\mathbf{F}_{q}\right)$ has therefore cardinality

$$
\# E\left(\mathbf{F}_{q}\right)=1+\sum_{x \in \mathbf{F}_{q}}\left(1+\chi\left(x^{3}+A x+B\right)\right)=1+q+\sum_{x \in \mathbf{F}_{q}} \chi\left(x^{3}+A x+B\right) .
$$

This implies that evaluating the sum $\sum_{x \in \mathbf{F}_{p}} \chi\left(x^{3}+A x+B\right)$ is the same problem as computing $\# E\left(\mathbf{F}_{q}\right)$. For very small values of $q$, a straightforward evaluation of this sum is an efficient way to compute $\# E\left(\mathbf{F}_{q}\right)$. The running time of this algorithm is proportional to $q$. It is an exponential algorithm.

Next we describe an deterministic polynomial time algorithm that is based on calculations with torsion points. Since the running time is $O\left(\log ^{8} q\right)$, the algorithm is asymptotically fast. However, in the form we present it, it is not very efficient in practice. Successive improvements by Atkin and Elkies [9] have made the algorithm much faster at the cost of not being deterministic anymore. These enabled Sutherland in 2010 to compute the number of points on the curve

$$
y^{2}=x^{3}+2718281828 X+3141592653
$$

modulo the 5011 digit prime $q=16219299585 \cdot 2^{16612}-1$. It is equal to $q+1-t$, where $t$ is the integer listed in the appendix of these notes [20].

When the characteristic $p$ of $\mathbf{F}_{q}$ is very small, there are better algorithms [21]. In contrast to the present algorithm, which may be said to be ' $l$-adic', those algorithms are $p$-adic in nature.

In order to explain the algorithm, it is useful to first explain how to compute $\# E\left(\mathbf{F}_{q}\right)$ modulo 2. The cardinality of the group $E\left(\mathbf{F}_{q}\right)$ is even if and only if it contains a point of order 2 . Since the points of order 2 have the form ( $x, 0$ ), this means precisely that the polynomial $X^{3}+A X+B$ has a zero in $\mathbf{F}_{q}$. This, in turn, is equivalent to

$$
\operatorname{gcd}\left(X^{q}-X, X^{3}+A X+B\right) \neq 1 \quad \text { in the ring } \mathbf{F}_{q}[X] .
$$

This can be tested efficiently; the bulk of the computation is the calculation of $X^{q}$ in the ring $\mathbf{F}_{q}[X] /\left(X^{3}+A X+B\right)$, which can be done by repeated squarings and multiplications, using the binary presentation of the exponent $q$. The amount of work involved is $O\left(\log ^{3} q\right)$.

We generalize this calculation to other primes $l$. We compute $\# E\left(\mathbf{F}_{q}\right)$ modulo the first few small odd primes $l=3,5,7, \ldots$ Since, by the analog of the Riemann Hypothesis, we have

$$
q+1-2 \sqrt{q}<\# E\left(\mathbf{F}_{p}\right)<q+1+2 \sqrt{q},
$$

it suffices that

$$
\prod_{l} l>4 \sqrt{q}
$$

in order to determine the cardinality uniquely by means of the Chinese Remainder Theorem. A weak form of the prime number theorem shows that this can be achieved with at most $O(\log q)$ primes $l$, each of size at most $O(\log q)$. Since $q$ is large, the primes $l$ are very small with respect to $q$. We avoid $l=\operatorname{char} \mathbf{F}_{q}$.

As in the case where $l=2$, we use the subgroup $E[l]$ of $l$-torsion points of $E\left(\overline{\mathbf{F}}_{q}\right)$ :

$$
E[l]=\left\{P \in E\left(\overline{\mathbf{F}}_{q}\right):[l] P=0\right\} .
$$

The group $E[l]$ is isomorphic to $\mathbf{Z} / l \mathbf{Z} \times \mathbf{Z} / l \mathbf{Z}$. It is the kernel of the multiplication by $l$ morphism $[l]: E \longrightarrow E$. There exist polynomials, the socalled division polynomials

$$
\Psi_{l}(X) \in \mathbf{F}_{q}[X],
$$

that vanish precisely in the $l$-torsion points. For example

$$
\begin{aligned}
\Psi_{3}(X) & =3 X^{4}+6 A X^{2}+12 B X-A^{2} \\
\Psi_{5}(X) & =5 X^{12}+62 A X^{10}+380 B X^{9}-105 A^{2} X^{8}+240 B A X^{7}+\left(-300 A^{3}-240 B^{2}\right) X^{6} \\
& -696 B A^{2} X^{5}+\left(-125 A^{4}-1920 B^{2} A\right) X^{4}+\left(-80 B A^{3}-1600 B^{3}\right) X^{3} \\
& +\left(-50 A^{5}-240 B^{2} A^{2}\right) X^{2}+\left(-100 B A^{4}-640 B^{3} A\right) X+\left(A^{6}-32 B^{2} A^{3}-256 B^{4}\right) .
\end{aligned}
$$

The division polynomials can be calculated recursively by means of the addition formulas [8]. The degree of $\Psi_{l}(X)$ is $\left(l^{2}-1\right) / 2$. The amount of work involved in calculating them is dominated by the rest of the computation, so we don't bother estimating it.

The Frobenius endomorphism $\varphi: E \longrightarrow E$ satisfies the quadratic relation

$$
\varphi^{2}-[\tau] \varphi+[q]=0,
$$

where $\tau$ is the integer for which $\# E\left(\mathbf{F}_{q}\right)=q+1-\tau$. In the algorithm we check which of the relations

$$
\varphi^{2}-[t] \varphi+[q]=0, \quad t=0,1,2, \ldots, l-1,
$$

holds on the group $E[l]$ of $l$-torsion points. It is easily seen that the relation can only hold for $t \equiv \tau(\bmod l)$. In this way we obtain the value of $\tau$ modulo $l$.

The key point is that the relations can be expressed by means of polynomials and that they can be checked efficiently: we have that

$$
\varphi^{2}(x, y)+[q](x, y)=[t] \varphi(x, y) \quad \text { for all }(x, y) \in E[l]
$$

if and only if

$$
\left(X^{q^{2}}, Y^{q^{2}}\right)+\left[q^{\prime}\right](X, Y) \equiv[t]\left(X^{q}, Y^{q}\right)
$$

modulo the polynomials $\Psi_{l}(X)$ and $Y^{2}-X^{3}-A X-B$. Here $q^{\prime}$ denotes the integer congruent to $q(\bmod l)$ that satisfies $0 \leq q^{\prime}<l$. Note that the "+" that occurs in the formula is the addition on the elliptic curve, and that the multiplications are repeated additions.

The bulk of the computation is, first, the computation of the powers $X^{q}, X^{q^{2}}$, etc. in the ring

$$
\mathbf{F}_{q}[X, Y] /\left(\Psi_{l}(X), Y^{2}-X^{3}-A X-B\right)
$$

and then, $l$ times, the addition of the point $\left(X^{q}, Y^{q}\right)$, which boils down to a few additions and multiplications in the same ring. Since the elements of the ring have size $l^{2} \log q$, the amount of work involved is $O\left(\log q\left(l^{2} \log q\right)^{2}\right)$ and $O\left(l\left(l^{2} \log q\right)^{2}\right)$ respectively. Here we assume that the usual multiplication algorithms are being used, so that multiplying two elements of size $n$ takes time proportional to $n^{2}$.

Keeping in mind that $l=O(\log q)$ and that we do this calculation for each $l$, we conclude that the amount of work involved for the entire calculation is

$$
O\left(\log ^{8} q\right)
$$

Therefore, this is a deterministic polynomial time algorithm.
We mention three applications of this algorithm.

## Application 4.1. Cryptography.

Let $p$ be a prime and let $g$ be a primitive root modulo $p$. Then every $x \in \mathbf{F}_{p}^{*}$ can be written as $x=g^{l}$ for some $l \in \mathbf{Z}$ that is unique modulo $p-1$. The number $l$ is the discrete logarithm of $x$ with respect to the primitive root $g$. When $p$ is large, it is difficult to compute $l$ given $g$ and $x$. The difficulty of this problem has been used to design cryptosystems such as the Diffie-Hellman key exchange. The best methods to compute discrete logarithms are based on index calculus and use variations of the number field sieve.

The elliptic discrete logarithm is analogous [10]. Let $E$ be an elliptic curve over a finite field $\mathbf{F}_{q}$ and suppose that the group of points $E\left(\mathbf{F}_{q}\right)$ is generated by a point $P$. Then every $Q \in E\left(\mathbf{F}_{p}\right)$ can be written as $Q=[l] P$ for some $l \in \mathbf{Z}$ that is unique modulo the order of the group $E\left(\mathbf{F}_{q}\right)$. The number $l$ is the elliptic discrete logarithm of $Q$ with respect to the point $P$. There are no good methods to compute elliptic discrete logarithms. In particular, there is no analogue of the methods that are based on index calculus. Therefore, elliptic curve cryptosystems are even more secure than cryptosystems based on the usual discrete logarithm or on the difficulty of factoring large numbers [11]. As a consequence the key size can be smaller and the encryption and decryption algorithms are faster.

In order to create secure elliptic curve cryptosystems, it is necessary to count the number of elements of the groups of points $E\left(\mathbf{F}_{q}\right)$ of elliptic curves $E$ over finite fields $\mathbf{F}_{q}$.

Application 4.2. An algorithm to compute square roots modulo primes.
Consider the elliptic curve $Y^{2}=X^{3}-X$. It has good reduction modulo any prime $p>2$. For primes $p \equiv 1(\bmod 4)$ the ring of endomorphisms of $E$ over $\mathbf{F}_{p}$ is isomorphic to the ring of Gaussian integers $\mathbf{Z}[i]$. In terms of this isomorphism the Frobenius element of $E$ over $\mathbf{F}_{p}$ is equal to an element $a+b i \in \mathbf{Z}[i]$ where $a, b \in \mathbf{Z}$ satisfy $a^{2}+b^{2}=p$. The trace $\tau$ of Frobenius is equal to $2 a$. Since $\# E\left(\mathbf{F}_{p}\right)=p+1-\tau$, we can compute $a$ by counting the points on $E$ over $\mathbf{F}_{p}$. Since $(a / b)^{2} \equiv-1(\bmod p)$, this computation also yields a square root of -1 modulo $p$.

In a similar way, one obtains for each $d \in \mathbf{Z}$ a deterministic polynomial time algorithm to compute the square root of $d$ modulo the primes for which $d$ is a square modulo $p$. The dependence of the running time on $d$ is exponential however.
Application 4.3. An algorithm to compute coefficients $a_{p}$ of modular forms of weight 2.
Let $\tau \in \mathbf{C}$ be a variable satisfying $\operatorname{Im} \tau>0$ and put $q=e^{2 \pi i \tau}$. The Fourier series

$$
\sum_{n=1}^{\infty} a_{n} q^{n}=q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{2}\left(1-q^{11 n}\right)^{2}
$$

is the unique normalized weight 2 cusp form for the group $\Gamma_{0}(11)$. The Fourier coefficients $a_{n}$ are a multiplicative function of $n$ satisfying $a_{p^{m+1}}=a_{p} a_{p^{m}}-p a_{p^{m-1}}$ for prime $p$ and $m \geq 1$. Therefore, the series is determined by the coefficients $a_{p}$ for prime $p$.

The elliptic curve $E$ given by

$$
Y^{2}-Y=X^{3}-X^{2}
$$

has good reduction modulo primes $p \neq 11$. The cardinality of the set $E\left(\mathbf{F}_{p}\right)$ is equal to $p+1-a_{p}$. Therefore, the coefficients $a_{p}$ of the modular form can be computed in deterministic polynomial time by counting points on $E$ over $\mathbf{F}_{p}$. This algorithm generalizes easily to normalized weight 2 cusp form for the groups $\Gamma_{0}(N)$ for any $N \geq 1$, as long as the Fourier coefficients are in $\mathbf{Z}$.

Since Pila generalized the elliptic curve algorithm to abelian varieties, it is also possible to determine the coefficients $a_{p}$ of arbitrary modular forms of weight 2 in deterministic polynomial time. Recently Couveignes and Edixhoven have proposed an algorithm to determine the Fourier coefficients of modular forms $f$ of weight $k>2$. See [5]. Their algorithm computes the coefficients modulo small primes $l$ by exploiting the 2 -dimensional Galois representations associated to $f$. An important example is the unique cusp form of weight 12 for the group $\mathrm{SL}_{2}(\mathbf{Z})$. It is given by

$$
\Delta(q)=\sum_{n=1}^{\infty} \tau(n) q^{n}=q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{24}
$$

where $\tau(n)$ is Ramanujan's $\tau$-function. At present it is possible to compute $\tau(p)$ modulo primes $l \leq 31$ for $p$ a 1000 digit prime. See [6] and the references there.

It would be very interesting to have a deterministic polynomial time algorithm to compute the coefficients of modular forms of half integral weight.
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## Appendix.

The integer $t$ computed by Sutherland is
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